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Abstract

This papers reviews some of the activities in the
Hypersonics group of the Department of Aero-
nautics at Imperial College. For a considerable
time we have directed our work to combine ex-
periment and CFD in as effective a manner as
possible. This paper presents various aspects
of this activity: careful calibration of the tunnel
so that ‘true’ flow conditions may be used as
input to the CFD; use of CFD in the design of
experiments; a range of experiments, focussing
mainly on flow separation, used to explore the
flow physics and to provide benchmark cases for
code evaluation.

Introduction

High speed aerodynamics presents a particu-
larly demanding research area, experimentally
and computationally, so that there is a special
advantage in integrating the two approaches
as closely as possible. Measurement of many
quantities is difficult or impossible, and model
manufacture is expensive and time-consuming.
Thus CFD can assist in configuration devel-
opment, either in terms of the overall geom-
etry or in the detail of the location of ex-
pensive and sensitive instrumentation, and can

*Names listed in alphabetical order

‘probe’ flow field areas or flow properties that
are not accessible to experiments. This does
not require unquestioned belief in the accu-
racy of CFD modelling, however. CFD faces
many problems in efficient and accurate al-
gorithm development/implementation (e.g pro-
viding adequate mesh density in sensitive flow
areas and time-accurate resolution for unsteady
flows) and in the flow physics (e.g. turbulence
modelling, transition modelling, reaction mod-
elling etc.) so that experiments should both in-
vestigate flow physics and also support code de-
velopment and evaluation. These ‘validation’ or
‘assessment’ or experiment/CFD ‘partnership’
issues have been the subject of many papers and
workshops (e.g. [1, 2, 3]). Because of the pro-
gressive expansion in CFD, experiments increas-
ingly need to be designed as ‘benchmark’ stud-
ies to provide specific high quality data against
which CFD codes might be assessed. This pa-
per therefore focusses mainly on efforts in our
laboratory to combine CFD and experiments for
a set of ‘building block’ investigations. These
reflect our specific interests and are directed
to boundary layer dominated flows including:
‘controlled’ studies of the effects of increasingly
severe pressure gradient on turbulent boundary
layer development; shock-induced separations;
cavity flows; imposition of ‘controlled’ three-
dimensionality on separated flows.



The Computational Method

Most details of the CFD approach are avail-
able ([4, 5]), so that only the main points are
repeated here. The method uses ‘convection-
diffusion’ splitting, solving the convective (i.e
Euler) terms using an explicit second-order up-
wind Godunov-type solver and evaluating the
diffusive (viscous) terms with either centred
differencing and implicit time integration, for
thin layer Navier Stokes formulation, or Runga-
Kutta integration for full Navier Stokes. The re-
sultant solver is second order accurate, in space
and time, in smooth regions. An ideal equa-
tion of state for nitrogen (the experimental test
gas) is used, together with the following formu-
lation ([6]) for the temperature dependence of
the molecular viscosity (kg/m/s),

1418 x 107571/2
b I 11647 110-5/T

(1)

Constant Prandtl numbers of 0.72 and 0.9 are
used in laminar and turbulent regions respec-
tively and all simulations assume isothermal
wall conditions (appropriate for a short-duration
facility where temperature changes are small)
with a wall temperature T,, = 293 K.

The turbulence models that are available in
the code are simple, with options of an al-
gebraic eddy viscosity model [7], one-equation
variants of the k—e model [8] and the Launder-
Sharma formulation of the two-equation k — ¢
linear eddy viscosity model [9, 10]. Apart from
the one-equation Baldwin-Barth model [11, 12],
which seems to require a high initial turbulence
‘seeding’ level and shows excessive dependence
upon mesh resolution, all the remaining mod-
els produce comparable predictions for attached
boundary layer flows. For CFD design these
are probably adequate. For high quality mod-
elling, however, there are probably strong rea-
sons for moving to non-linear eddy viscosity and
Reynolds stress transport models (e.g. [13])
though little serious assessment is available for
high Mach number flows. Compressibility cor-

rections to turbulence models are a complex is-
sue and are not fully understood (e.g. [14]).
The turbulent results are presented here with-
out any compressibility correction, though a
test with the Wilcox model [10] produces about
a 15% reduction in surface heat transfer for the
attached boundary layer.

The wind tunnel and flow cal-
ibration

The test facility is a gun tunnel, operating with
nitrogen gas at a nominal Mach number of 9
and a total temperature in the range of 1000 K
to 1150 K — essentially ‘cold hypersonics’. The
operating unit Reynolds numbers range approx-
imately from 9 million per metre to 47 million
per metre. Model lengths up to a maximum
of 0.9 m are possible, so that experiments can
range from laminar studies to flows with ‘nat-
ural’ transition and extended lengths of turbu-
lent flow. An earlier tunnel calibration exercise
[15] was undertaken to ensure that flow initial-
isation conditions for the CFD can be speci-
fied as precisely as possible and includes the
effects of (slight) test section axial gradients
and flow angularity. In our tunnel the highest
unit Reynolds number test condition produces
the severest axial Mach number gradient, an
increase of approximately 2.7% over one me-
tre. This corresponds to a 19% fall in static
pressure; significant for long models, but easily
accommodated in the flow initialisation condi-
tions for CFD modelling. An example of this is
shown in figure 1. One of our basic test mod-
els, upon which a large number of geometric
developments have been made, is a long, hol-
low body of revolution, 75 mm in (outer) di-
mater, 850 mm length and 12.5 mm wall thick-
ness. The internal leading edge is chamfered
to form an attached shock wave. The internal
flow is simply exhausted downstream (consid-
erable developments were required, however, to
ensure that this internal flow could be ‘swal-
lowed’. The external flow is the test flow. It
can be considered as the axisymmetric equiva-



Table 1: Test section flow conditions for ‘Low’ and ‘High’ unit Reynolds number operation

My dMy [dz POy T0so Towail Rex(/metre)
(%/m) (bar) (K) (K)

8.9 (& 0.5%) 0 08 (£2%) 1000 (£4%) 293 (£2%) 9,540,000 (+6%)

8.9 (£ 05%) 27 600 (£2%) 1150 (£4%) 293 (£2%) 47,400,000 (£6%)

lent of a flat plate. Figure 1b shows measured
surface pressures, compared with CFD simula-
tions. ‘Nominal’ conditions assumes uniform
flow in the stream; ‘probe calibration’ uses in-
put stream conditions defined by the extensive
probe calibration of the test section. ‘Model
calibration’ recognises that the hollow model
could be regarded as a large calibration probe
in its own right and data from this is included in
the calibration data reduction process. Clearly
this means that the CFD is ‘destined’ to give
the correct pressure distribution on the model.
Nonetheless, these conditions can be used with
confidence as a stream calibration for tests on
other geometries. The figure also includes CFD
modelling for surface heat transfer. In this
case the solution includes a pre-specified zone
for laminar-turbulent transition. This shows
as much the effect of tunnel gradient on heat
transfer as the likely level of accuracy in the use
of current turbulence models to predict nearly
zero pressure gradient heat transfer. At the low-
est unit Reynolds number conditions, used for
some laminar cavity flow studies, the test sec-
tion flow is in effect uniform within calibration
accuracy over the model length. Table 1 pro-
vides flow and calibration data for the tunnel for
these two conditions. The total flow duration
is 20 ms, of which about 5 ms is taken as the
steady flow window. The data presented here
are either surface pressure measurements, us-
ing miniature Kulite transducers positioned just
below the model surface at the end of short
tappings to minimise response times, or thin-
film platinum resistance-gauges (on MACOR)
for heat transfer measurement with tempera-
ture histories reduced digitally using the method
due to Cook and Felderman ([16], [17]). The
measurement accuracy is assessed as +4% and
+7% for pressure and heat transfer respectively.

The test problems

To study two-dimensional flow fields we re-
gard it as natural to employ bodies of revolu-
tion since it is possible to establish high qual-
ity two-dimensional axisymmetric flows whereas
nominally two-dimensional planar flows are al-
ways contaminated to some extent by side con-
straint effects, especially so once flow separa-
tion occurs. Thus our two-dimensional studies
have used bodies of revolution and our three-
dimensional studies have been based upon some
controlled departure from the reference axisym-
metric flow. Of course, use of an axisymmet-
ric configuration cannot, by itself, guarantee
two-dimensionality. A strong, fixed trailing vor-
tex system — Taylor-Goertler-type vortices — has
been shown to form downstream of an axisym-
metric rearward-facing step in a supersonic flow
[18] and, as we will also note later, it is believed
that cellular Taylor-Goertler systems can form
in cavity flows [4]. Nevertheless, these features
are fundamental aspects of the flow physics,
rather than a coincidental, and uncontrolled,
consequence of side constraints.

Turbulent boundary layer in
adverse pressure gradients

The first test concerns the configuration design
for the systematic study of turbulent bound-
ary layers in the presence of a family of ad-
verse pressure gradients of increasing severity,
developed for the high unit Reynolds number
condition of Table 1. Strictly this is not a flow
separation case, in that the design was intended
to produce severe adverse pressure gradients up
to incipient separation, but it nonetheless very



conveniently shows the linking between CFD
and experiment. The reference zero pressure
gradient (zpg) boundary layer is generated on
the exterior of the long hollow circular cylinder
referred to earlier in figure 1. This reference
boundary layer is then acted-on by the pressure
gradient which, for axisymmetric flows, can be
generated either by geometric modification of
the centrebody (Type 1 - curved wall device) or
by use of an external compression cowl (Type 2)
to produce a reflected wave system on the cen-
trebody without significant curvature of the test
flow. A similar principle has been used in other
studies for concave walls [19] and for reflected
wave systems ([20, 21, 22]). As a minimum
design constraint we would wish to specify the
required pressure ratio through the interaction
and also the severity and profile of the gradient.

Our main pressure gradient investigation [23]
has focussed on Type 2, using an external,
concentric pressure gradient cowl positioned
around the ‘centrebody’ of Figure 1. The prac-
tical advantage of this configuration, experi-
mentally, is that only one set of instrumentation
is required on the centrebody irrespective of the
number of cowls tested. The design exercise is
difficult, however, because of the remoteness
of the cowl from the test surface. We set var-
ious design specifications for the target pres-
sure distribution including: rapid ‘switch-on’
and ‘switch-off” of the pressure gradient; devel-
opment of a family of constant adverse pres-
sure gradient designs up to the severest pos-
sible without producing flow separation; large
overall pressure ratios. These were explored by
CFD to produce the approximate operating do-
main of adverse pressure gradient versus com-
pression ratio shown in Figure 2. The enve-
lope to the domain is controlled therefore by
separation, the physical available length of the
model, and whether or not the tunnel starting
flow can be swallowed by the cowl-centrebody
annulus. The pressure gradient parameter 3 in
Figure 2 is a Clauser-type parameter, given as
B = (6*/1y)dp/dz [24], where the boundary
layer displacement thickness, 6*, and wall shear
stress, T,,, are evaluated just upstream of sepa-

ration. A range of cowls were modelled by CFD,
to give an approximate envelope to the operat-
ing domain, and four specific designs were sub-
sequently manufactured and tested. The se-
quence of manufacture and tests was in the or-
der of increasing pressure ratio (and pressure
gradient), moving the designs progressively to-
wards the expected limits of flow stalling/flow
separation. Figure 3 presents a design sequence
for the 7.5:1 pressure ratio, showing the ‘target’
distribution, plus a three-stage design iteration.
The third and final one of these was constructed
and the measured test data are included on
the figure. This shows a very satisfactory de-
sign for a severe pressure gradient case, apart
from some difficulty in controlling the initial
switch-on of the pressure rise. This is largely
associated with the design procedure attempt-
ing to ‘cancel’ the viscous interaction compres-
sion wave system radiated from the cowl leading
edge.

Two-dimensional laminar cav-
ity flow

The results of this study have been extensively
reported in [4], so that only the main points will
be referred to here. Cavity flows are of practi-
cal interest at hypersonic and at lower speeds.
They provide a convenient CFD case since (for
rectangular cavities at least) there is the op-
tion of using a simple mesh and the separa-
tion is more-or-less fixed at the leading edge
of the cavity so that mesh refinement require-
ments can be well-focussed to capture separa-
tion correctly.

The configuration used is shown in Figure 4.
Several practical design constraints were en-
forced. Firstly, the requirement for flow two-
dimensionality automatically implied use of ax-
isymmetric models. Secondly, the study was to
be laminar and ensuring that laminar flow could
be established presented a demanding require-
ment. A short forebody length was required
(we used 200 mm), coupled with testing at our



lowest unit Reynolds number condition. Data
clearly confirmed both that the boundary layer
at separation was indeed laminar and also that
the flow was laminar on the afterbody down-
stream of the cavity. Thirdly, we wished there
to be only a minimal pressure gradient imposed
by the forebody on the cavity flow itself, so that
ideally the forebody should be cylindrical or as
close to cylindrical as possible. This automat-
ically means that a hollow body of revolution
would be required, which then presents a prob-
lem of flow starting since there is a maximum
permitted ‘inlet’ area which was then deter-
mined by experiment. Fourthly, the two main
factors that determined the cavity depth were
flow establishment times (which was assessed
by CFD) and the need for good data resolution.
Both of these of course are in conflict, the re-
sponse time considerations requiring a shallow
cavity and the resolution considerations requir-
ing a deep one.

The CFD converged to a steady state solution
and Figure 5 presents the predicted steady-state
streamline pattern for the cavity with a length-
to-depth ratio,L/D, of 1.0. It was pointed out
[4] that there are close links between this and
low speed ‘lid-driven’ cavity flows. Figure 6
shows comparisons between measurement and
computation of heat transfer in the cavity floor,
as well as the immediately adjacent segments
of the forebody and afterbody. Heat transfer
is chosen as the quantity for comparison, since
it is a sensitive measure of assessment for CFD
codes. Data are presented as a wetted distance,
S, along the body surface, referenced to zero at
the cavity rear lip, and normalised by the cavity
depth, D. Thus the floor of the cavity lies in the
range —2 < S/D < —1, and the upstream or
‘separation’ lip is at S/D = —3 and the down-
stream or ‘reattachment’ lip is at S/D = 0.
The experimental data are an accumulation of
measurements at four locations around the cir-
cumference, clearly showing that axisymmetry
of the mean data is established to a high pre-
cision. The figure identifies the narrow spike
at shear layer impingement (S/D = 0), and
also the Goldstein-type singularity at the for-

ward ‘separation’ lip (S/D = —3). The only
region of discrepancy between experiment and
CFD is on the cavity floor however (—2.0 <
S/D < —1.0) a difference of more than a 2:1
ratio at the maximum. After elimination of var-
ious numerical and experimental possibilities,
this difference is now believed to be a conse-
quence of three-dimensional laminar instability
in the cavity.

Three-dimensional laminar

cavity flows

In the previous section we saw that axisym-
metry was established, in the mean, to a very
high level of accuracy indeed. A natural way to
establish a controlled three-dimensional cavity
flow therefore was by a graduated offset of the
afterbody [25], achieved by an eccentric axis
arrangement for the afterbody/collar/sting sys-
tem, so that appropriate rotation enabled it to
vary smoothly from axisymmetric to strongly
asymmetric. This also means that the mini-
mum amount of instrumentation, usually the
most expensive and time-consuming part of
model manufacture, can be used to provide
a complete effective coverage by relative rota-
tion/movement of modules. Our initial mod-
elling (for model design purpose) of the offset
case (again the experiments indicated that fully
laminar flow is maintained so that the CFD was
restricted to laminar modelling) assumed that
the flow was ‘quasi-two-dimensional’, comput-
ing a ‘local’ axisymmetric flow in various az-
imuthal planes, taking account of the appropri-
ate ‘local’ changes in afterbody diameter. This
is reasonable for the ‘weakly’ three-dimensional
flows, but for strong interactions a full three-
dimensional simulation is required. Results of
such a full simulation are shown in Figure 7
providing projections of particle paths in vari-
ous azimuthal planes. This case corresponds to
the same cavity length presented in the previous
section but now with an offset, d, of 10% of the
cavity depth, D. Figure 8 compares CFD and
experiment for the azimuthal variation of the



maximum heating on the cavity floor. The very
low levels for 180 degrees in azimuth are a con-
sequence of the virtually stagnant flow shown
in Figure 7c in contrast to the more vigorous
vortex motion in Figure 7a,b.

Unsteady cavity flows

The previous cavity cases that we studied, both
two-dimensional axisymmetric and asymmetric,
were found to be steady, both in the CFD simu-
lations and in the experiment. Hypersonic cav-
ity flows are not all steady and we have per-
formed combined CFD and experimental stud-
ies on a range of cavities that exhibit very sig-
nificant unsteadiness. The basic test model is
a 15 degree semi-angle cone, constructed (on a
central sting) in a modular manner, such that
modules can be removed to generate annular
cavities. A large number of cases have been
studied, providing variations in cavity length
and depth. The case shown here was selected
because we believe that the flow remains lami-
nar and that, although the flow unsteadiness is
severe, the flow is also largely axisymmtric; our
CFD has been limited to laminar axisymmet-
ric. Figure 9 shows three pictures, representing
different stages during the cavity oscillation cy-
cle, with experimental schlieren presented on
the top half of each figure and ‘computational
schlieren’ on the bottom.

turbulent
boundary

Three-dimensional
shock-separated
layers

From a recent review of shock-wave/boundary-
layer interactions [26] it is clear that the num-
ber of well-defined three-dimensional interac-
tion studies is still limited, although this really
is the case of practical engineering interest. It
is in essence this problem that we are begin-
ning to address. Again, therefore, our stud-
ies are all configured to provide both a precise

two-dimensional (in the mean) reference flow
field and also a controlled three-dimensional in-
teraction. In the same manner as the offset
cavity study, it is intended to provide a gradu-
ated variation from fully two-dimensional flows,
through ‘mildly’ three-dimensional to ‘strongly’
three-dimensional. This is intended both to aid
the interpretation of flow physics and also to
provide a possible bridge between the relative
cheapness of two-dimensional CFD simulations
and the very considerable effort involved in a
full well-resolved simulation of a highly three-
dimensional interaction. In each case a hollow
cylindrical forebody generates the axisymmetric
test boundary layer. A reference axisymmetric
separation is then provided either by a concen-
tric cowl (for impinging shock wave separation),
or by a concentric flare, both of which can then
be offset to produce the three-dimensional flow.
Other basic three-dimensional separation stud-
ies in the literature include yawed, impinging
shock waves or yawed surface-mounted wedges
([27], [28]. [29]. [30]) and the offset flare con-
figuration has also been utilised elsewhere ([31],
[32], [33]). Some results for the offset cowl
study have already been reported ([?]). As yet
our three-dimensional solver is only effectively
working for laminar flows, so that configura-
tion development is largely based on prototype
tunnel tests. Figure 10, for example, shows
schlieren visualisation for an offset flare. Flares
can be offset such that their axis is still par-
allel to that of the forebody ([31], [32], [33]).
but for our tests we have pitched a 36 degree
semi-vertex angle cone at 4 degrees, to present
maximum and minimum deflection angles of 40
degrees (top) and 32 degrees (bottom). Practi-
cally, this allows us to minimise the instrumen-
tation, in the same manner as for the 3D cavity
flow; the flare is able to rotate around its own
axis, whilst keeping the forebody stationary, so
that a single stream-wise row of instrumenta-
tion along a flare can be used, in successive
runs, to provide a full surface coverage. As an
interesting preliminary observation we see that,
if anything, the total flow separation length on
the bottom side is larger than that on the top.
From a purely quasi two-dimensional approach,



treating each azimuthal plane as if it were a lo-
cal axisymmetric configuration, the 40 degrees
surface would generate a very substantial sep-
aration whereas the 32 degrees surface would
essentially be an incipient separation case.

Conclusions

We have presented a range of test problems
where there has been a close relationship be-
tween CFD and experiment, both in interpret-
ing results and also in the selection and design
of the configuration. The increasing cost of ex-
periments, and the reducing costs and increas-
ing accuracy of CFD, means that experiments
have to be selected with care so that they pro-
vide focussed benchmark test cases.
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sign iterations, and final measured pressure distri-
bution, for 7.5:1 pressure ratio case.
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Figure 4: Schematic for the axisymmetric cavity
geometry, with dimensions in mm. The cavity depth
is 25 mm. and the length is variable.
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Figure 6: CFD and experiment for the cavity with
L/D = 1.
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Figure 8: Three-dimensional cavity. Variation of
maximum heat transfer on the cavity floor with az-

imuthal angle

Figure 7: Particle paths for the offset cavity. (a)
0 degrees, (b) 90 degrees and (c) 180 degrees in

azimuth
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Figure 9: Unsteady cavity flow on body of revo-
lution. Comparison between experimental (top
half) and CFD schlieren (bottom half)
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Figure 10: Schlieren for offset flare configuration.
Forebody diameter is 75 mm; the flare semi-angle is
36 degrees and the flare axis is pitched at 4 degrees



