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Abstract

Introduction

The tremendous development of numerical simulation in science and engineering over the past
30 to 40 years has brought a revolution in the scientific research and engineering practise.
This is in particular true in aerodynamics where CFD is now ubiquitous in research and design.
The development of computational tools and capabilities (computer hardware, computational
algorithms, physical models) has however been so fast that the scientific and engineering com-
munity hasn’t developed the complete expertise of the appropriate use of these simulation tools
yet.

A fundamental question in this respect is that of the reliability of numerical simulations. This
question has received an increasing attention over the past few years and has prompted a
blossoming of verification and validation activities [1, 2] and the elaboration of verification and
validation standards [3]. Validation activities are certainly one of the applications which requires
a close integration of the CFD simulations and experiments. Requirements from experiments for
validation activities will be illustrated by a sample study carried out at VKI a few years back [4].

About 10 years ago, VKI started the design and construction of a large inductively coupled
plasma wind tunnel to be used for testing of thermal protection systems materials. As a result,
it got involved in high enthalpy flow research, which is an area where, because of the difficulty
in performing experimental measurements and the complexity of the physico-chemical models
inserted in the CFD models, a close integration of CFD simulations and experiments is also
needed. Two examples of high enthalpy flow studies combining CFD and experiments will be
presented and discussed, with emphasis on the requirements from experiments.
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Validation study – Hypersonic flow over a blunted cone-flare

The hypersonic flow over a blunted cone-flare was selected as a unit problem (according to the
terminology proposed by Oberkampf [5]) for the validation of CFD solvers for reentry flow prob-
lems, because it possesses some of the major features of flows over reentry vehicles. Because
of the blunt geometry, a bow shock wave is formed with the associated entropy layer, and the
flare induces flow separation and recirculation. Also, to reduce computational complexity and
allow a more thorough grid refinement study, attention was restricted to the axisymmetric zero
angle of attack configuration.

A first requirement from the experiment was thus to make sure that the flow was really ax-
isymmetric (or, almost equivalently, that the angle of attack was really zero). This was very
carefully checked by the experimental investigators through surface pressure and heat transfer
measurements. Model pitch and yaw were adjusted until the surface pressure and heat transfer
distributions were truly axisymmetric. This is illustrated in Fig. 1 which shows pressure distribu-
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Figure 1: Pressure distributions for 4 azimuthal positions

tions along 4 meridian lines (obtained by rotating the model 0, 90, 180 and 270˚ around its axis).
The flow was found extremely sensitive to model misalignment, with significant differences in
flow data being observed for an angle of attack as small as 0.1˚, as illustrated in Fig. 2 which
shows temperature contours for a 0.25˚ yaw angle.

The repeatability and uncertainties of experimental measurements were carefully assessed, as
illustrated by the surface pressure distributions shown in Fig. 3. The uncertainties on surface
pressure and heat transfer coefficient (Stanton number) were estimated to be ±7%and ±11.5%
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Figure 2: Effect of yaw (0.25˚) on IR thermogram
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Figure 3: Repeatability of consecutive runs
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respectively.

The computational study was performed using a multiblock cell-centered finite volume flow
solver developed at VKI [6, 7], which features a variety of upwind flux functions, and limiters.
All computations were performed using the hybrid upwind flux of Coquel & Liou [8]. Grids were
generated using a hyperbolic grid generator developed at VKI. A fine grid was generated, from
which coarser grids were derived by eliminating every other grid line. Solutions were obtained
using a grid sequencing technique (also called one-way multigrid), i.e. calculating first the so-
lution the coarsest mesh, then using the converged solution as an initial guess on the next grid
level, until the finest grid. Three grids were used, a fine grid with 400×80 interior cells (401×81
grid lines), a medium grid with 200× 40 interior cells, and a coarse grid with 100× 20 interior
cells.

The computational solution on the finest grid is shown on Fig. 4, for an incoming uniform flow
at M∞ = 6.00, p0 = 1,064MPa, and T0 = 550K. One clearly observes the bow shock, as well
as the separation and reattachment shocks, and the low Mach number (recirculation) region
around the flare hinge line. Comparisons of the surface pressure and heat transfer distributions
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Figure 4: Computed Mach number contours

on the three grids are shown on Figs. 5–6. Although the pressure and Stanton number dis-
tributions on the cone appear to be grid-converged on the medium and fine grids, the solution
is clearly not grid-converged in the separated region, the size of which significantly increases
between the medium and fine grids. This is best shown by the separation and reattachment
point locations on the three grids.

Grid coarse medium fine
xsep/xhinge 0.9496 0.8939 0.8579
xreat/xhinge 1.0491 1.1059 1.1428

Table 1: Separation and reattachment point locations

The fine grid computational results are compared to the experimental results on Figs. 7–8.
Agreement of the pressure distributions upstream of the separation point is seen to be excellent,
but the size of the computed separated region is seen to be smaller than the experimental one,
which confirms that the computed solutions are not grid-converged in the separated region.
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Figure 5: Computed pressure coefficient distribution
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Figure 6: Computed Stanton number distribution
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Similar observations are made on the heat transfer distributions, but in addition, there appears
to be an offset of about 4% in the Stanton number on the cone upstream of the separated
region. Altough this is within the experimental uncertainty, it appears to be a systematic error
(bias) rather than a random (stochastic) error.

The origin of this systematic error was then investigated. It was suspected that the assumption
of a uniform incoming flow at Mach 6 might not be valid. Facility calibration experiments have
indeed revealed [9] that there were some (relatively small) non-uniformities in the test section
flow properties: the flow is virtually axisymmetric, but there are some radial and axial gradients,
in particular an axial acceleration. However, the facility calibration data were not sufficiently
detailed to be used as boundary conditions for the numerical computation. This illustrates
another requirement from experiments: that they provide a complete set of boundary and initial
conditions data [5]. This is unfortunately very rarely the case, because of either the difficulty
or the cost of collecting these data. To circumvent this difficulty, it was decided to rebuild the
test section flow conditions numerically. The flow in the H3 wind tunnel nozzle and in the
free jet downstream of the nozzle was computed with the same flow solver (computational
domain shown on Fig. 9). There is however a major difference with the blunted cone-flare

Figure 9: H3 nozzle geometry

problem, namely that the nozzle wall boundary layer undergoes transition at some point along
the wall, the transition location being unknown. The numerical rebuilding strategy was then
to vary the transition point location in the computational simulation until a good match was
found with experimental pitot pressure surveys in the free jet downstream of the nozzle exit [9].
This is typical example of numerical model calibration as defined in the AIAA guidelines for
verification and validation [3]. Computations were performed using the Spalart & Allmaras 1
equation model [10]. Again, a grid sensitivity study was performed using three grids whose
characteristics are summarized in Table 2. Computed centerline Mach number distributions

Table 2: Nozzle grids

laminar computations turbulent computations
Grid level Coarse Medium Fine Coarse Medium Fine

nozzle & test section 208× 33 415× 65 829× 129 231× 33 461× 65 921× 129
tunnel chamber 23× 33 45× 65 89× 129 23× 33 45× 65 89× 129

are shown on Fig. 10 for both a fully laminar and a turbulent computation with the transition
point location xt 4 cm downstream of the nozzle throat, together with the experimental results.
One observes that the centerline Mach number is overpredicted by the laminar computation.
This is explained by the fact that the laminar boundary layer thickness is much smaller than the
real one, and as a result, the effective nozzle cross section is larger, and the flow is thus more
expanded. On the other hand, there’s a good agreement between the turbulent computation
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Figure 10: Centerline Mach number distribution

results (for the selected value of the transition point location) and the experimental data. This
is confirmed by the comparison of the computed and experimental pitot pressure profile across
the jet shown in Fig. 11.
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Figure 11: Pitot pressure profiles across jet (xt = 0.04m)

The corresponding flowfield is visualized in Fig. 12–14. One observes the formation of a com-
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Figure 12: Mach number contours near nozzle throat
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Figure 13: Mach number contours in nozzle

Figure 14: Mach number contours in jet flow

pression wave slightly downstream of the nozzle throat (Fig. 12) which reflects along the nozzle
axis and wall allong the whole nozzle (Fig. 13), producing appreciable flow non-uniformities
in the nozzle exit section and in the downstream jet (Fig. 14, contours scale empahizes non-
uniformities).

The effect of the test section flow non-uniformities on the blunted cone-flare flow was then in-
vestigated by recomputing the flow with inflow boundary conditions obtained from the nozzle/jet
flow solution (by interpolation). The flow Mach number distribution on the inflow boundary is
displayed on Fig. 15, showing that it is close to 5.9 over the major part of the boundary.
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Figure 15: Mach number distribution on inflow boundary
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Computations were performed on the three grids again. Fine grid pressure and Stanton num-
ber distributions are compared to the experimental results and uniform flow computations on
Figs. 16–17. Discrepancies in the separated region due to insufficient grid resolution are of
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Figure 16: Pressure distributions
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Figure 17: Heat flux distributions

course still present, but the heat transfer on the cone upstream of separation is now in agree-
ment with the experimental data, showing that the offset was indeed due to incorrect inflow
boundary conditions. Now, since the flow over the cone-flare comes from a narrow tube around
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the tunnel axis, and flow properties in that tube are almost uniform with M∞ = 5.90, it was won-
dered whether a computation with a uniform Mach 5.90 inflow might provide a similarly good
agreement with the experiments. This is indeed the case as shown on Fig. 18.

0.02 0.04 0.06 0.08 0.10 0.12

Distance from the nose [m]

0.0e+00

5.0e-04

1.0e-03

1.5e-03

S
t

Experiment

Num. Mach=5.9

Num. Mach=6.0

Figure 18: Stanton number distributions, uniform M∞ = 5.90 inflow

Flows in inductively coupled plasma (ICP) facilities

Determination of wall catalytic efficiency by combined experiments and computations

One of the main design parameters for reentry vehicles is the maximum wall heat flux over the
reentry trajectory, which controls the size, and thus the weight, of the vehicle thermal protec-
tion system (TPS). Now, if the boundary layer developing on the vehicle is far from chemical
equilibrium, the wall heat flux strongly depends strongly on the wall catalytic activity, with differ-
ences by as much as a factor of two between a non-catalytic and a fully catalytic surface. Until
recently, the design of TPS has been made assuming the most unfavourable condition, i.e. a
fully catalytic surface. This excessively conservative approach is no longer acceptable for the
design of the next generation of reusable space vehicles because of the weight and operative
costs it imposes, especially for the longer range missions such as Mars exploration.

Now, in order to take finite catalytic wall activity into account, TPS materials catalytic properties
in flow conditions (pressure, temperature, chemical composition) as close as possible to the
flight conditions need to be known with a good accuracy. Unfortunately, TPS materials catalytic
efficiency in flight conditions cannot be reliably calculated a priori using some physico-chemical
theory or computational model, or measured directly, it has to be determined indirectly through
its effect on wall heat flux on a TPS material sample in a ground testing facility. This is currently
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done at VKI using a methodology combining experiments and computational simulations orig-
inally developed by Kolesnikov et al. [11, 12] at the Institute for Problems in Mechanics (IPM),
Moscow. The principles of the methodology, which is schematically represented in Fig. 19, will
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Figure 19: Schematic of IPM methodolody for catalytic activity determination

now be explained.

It is well known that, in the vicinity of a stagnation point, the Navier-Stokes equations have a self-
similar solution, for variable density as well as constant density flows. This is also true for flows
in chemical non-equilibrium, such as around the TPS material sample in the VKI inductively
coupled plasma (ICP) facility, and it results from the analysis of the self-similar stagnation line
flow equations that the stagnation point heat flux is a function of the following quantities

• the thermodynamic state at the boundary layer edge, which, assuming chemical equilib-
rium at the boundary layer edge, is completely determined by two variables, e.g. pe and
he,

• the radial velocity gradient (∂v/∂r)e at the boundary layer edge,

• the boundary layer thickness (δ) and the product of the normal (i.e. axial) velocity by the
normal derivative of the radial velocity gradient at the boundary layer edge (ue

∂
∂x(∂v∂r )e) —

these two parameters are needed because the typically low Reynolds numbers of the flow
around the probe impose to take finite boundary layer thickness effects into account —,
and

• the wall catalytic activity, represented by a unique recombination probability γw and the
wall temperature Tw.
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Defining the following non-dimensional parameters

Π1 ≡
δ

R
Π2 ≡ ue

∂

∂x
(
∂v
∂r

)e/(
∂v
∂r

)2
e, (1)

where R is the TPS material sample radius, the wall heat flux can thus be expressed as

qw = BL(pe,he, (
∂v
∂r

)e,Π1,Π2, γw,Tw) (2)

Now, the actual expression of the function is not known analytically, but rather through the
application of a one-dimensional computational model [13, 14] which solves the governing set
of ODEs using a compact fourth order Hermitian finite difference scheme. Using this model,
the recombination probability γw can thus be determined if all other quantities are know.

As indicated in Fig. 19, the wall heat flux and the wall temperature are experimentally measured.
The other quantities are determined from a combination of computations and experiments.
The boundary layer edge properties and velocity gradient clearly depend on the ICP facility
operational parameters, i.e. inlet mass flow, pressure level and power injected in the plasma.
Inlet mass flow and operating pressure are directly measured, but the power actually injected
in the plasma is unknown, and thus needs to be reconstructed.

A computational model of LTE flow in an ICP facility developed at VKI [15, 16] is used for this
purpose. It is based on a pressure-stabilized collocated cell-centered finite volume formulation
for the flow equations with second order upwind discretization of the convective fluxes, together
with a cell-centered finite volume formulation for the 2D (fully resistive) electric field equation.
In LTE, it has been shown by the IPM scientists, and confirmed at VKI, that the flow pattern
depends almost exclusively on the inlet mass flow, which directly controls the flow Reynolds
number. For a given mass flow, solutions at various pressure/power combinations are seen to
be similar, as confirmed by the fact that the non-dimensional parameters Π1,2 remain constant,
independently of the pressure/power combination. These parameters are thus determined by a
computational simulation of the LTE flow in the ICP facility.

To reconstruct the unknown power injected in the plasma, or equivalently the boundary layer
edge enthalpy and velocity gradient, two auxiliary measurements are performed, namely of
the stagnation point heat flux (qw) on a cold wall (Tw ∼ 300 to 400 K) reference heat flux
probe assumed to be fully catalytic, and of the pitot pressure (∆p) on a cooled pitot probe.
In a low speed cold flow at large Reynolds number, a pitot probe essentially measures the
local dynamic pressure (∆p = ρu2/2). At low Reynolds numbers, such as those currently
encountered in ICP facilities, corrections must be applied to this relation, such as the correlation
due to Homann [17], i.e.

2∆p

ρeu2
e
= Kp(Re) = 1+

6

Re+ 0.455
√

Re
. (3)

This relation can be rewritten as

2∆p

ρe

(
R(∂v∂r )e

)2
= Kp

 ue

R(∂v∂r )e

2

(4)

where there appears an additional non-dimensional parameter

Π4 =
R(∂v/∂r)e

ue
(5)
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which is also obtained from the LTE flow simulation in the ICP facility. The validity of Homann’s
correlation (3) for a cooled pitot probe in high enthalpy flows has been investigated in a separate
study (next section).

The boundary layer edge enthalpy he and velocity gradient (∂v∂r )e can then be reconstructed by
solving the system

qw,aux = BL(pe,he, (
∂v
∂r

)e,Π1,Π2, γw = 1,Tw,aux) (6)

∆p =
Kp

2Π2
4

ρe(pe,he)

(
R(
∂v
∂r

)e

)2

(7)

in which qw,aux, Tw,aux, pe and ∆p are known from experiments, and the non-dimensional pa-
rameters Πi from the LTE simulation. This reconstruction process can be viewed again as a
calibration of the stagnation line flow computational model.

Once the boundary layer edge properties have been determined, then the one-dimensional
stagnation line flow solver can be run for various wall catalytic activity/temperature combinations
to produce a heat flux abacus (set of qw,Tw curves at constant catalytic activity γw).

The catalytic activity of the TPS material of interest, for which the wall heat flux qw and the wall
temperature Tw have been measured, is then obtained graphically by identifying the γw contour
on which the data point (qw,Tw) lies, or alternatively by solving numerically Eqn. 2 for γw, all
other quantities being known.

The procedure is now illustrated by a sample application in the VKI Plasmatron. The first step is
the LTE viscous flow computation of the axially injected (no swirl) air flow in the facility with the
following operational conditions: p = 10 kPa, P = 75 kW, qm = 8 gs−1. The computed temper-
ature field is shown in Fig. 20 and the computed non-dimensional parameters are respectively

T1: 500 1500 2500 3500 4500 5500 6500 7500 8500 9500

Figure 20: Computed temperature field in VKI Plasmatron facility

Π1 = 0.372, Π2 = 2.895, Π4 = 0.496. It is recalled that, as the non-dimensional parameters are
(almost) independent of the pressure level and of the injected power, only the mass flow and the
inlet flow swirl angle need to match between LTE viscous flow computation and experiment for
the reconstruction procedure to be valid. Then, experimental measurements of the pitot pres-
sure in the jet and of the heat flux to a cooled copper probe were performed under the following
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operating conditions: qm = 8 gs−1, p = 2.5 kPa, Pel = 100 kW, where Pel is the electrical power
supplied by the HF generator. The results were: ppitot − pref = 25 Pa, qw = 547.5 kW m−2.

From these computational and experimental data, and the value of the pitot pressure recovery
ratio taken to be Kp = 1.1, the boundary layer edge properties are reconstructed to be he =

13.85MJ kg−1 and (∂v/∂r)e = 3710 s−1. These values are then used to construct a heat flux
abacus as a function of the TPS material sample wall temperature and catalytic activity, shown
in Fig. 21. Both the reconstruction and the heat flux abacus calculations were performed using
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Figure 21: Heat flux abacus for VKI Plasmatron with air, qm = 8 gs−1, p = 2.5 kPa, Pel = 100 kW

the chemical kinetics model of Gupta [18]. The sensitivity of the method to the chemical kinetics
model is presently being studied by A. Garcı́a [19].

Finally, the heat flux to a quartz sample and its wall temperature were measured to deduce the
catalytic activity of quartz in the VKI Plasmatron operating conditions. The experimental data
point (qw = 301.4 kW m−2, Tw = 346.4 K) is shown on the heat flux abacus by the symbol +. The
corresponding catalytic recombination probability was obtained by numerically solving Eqn. 2,
providing the result γw = 3 10−3.

Numerical study of the flow around a cooled pitot probe

The methodology to determine the catalytic activity of a TPS material sample in a hot plasma
jet outlined in the previous section relies on a pitot pressure measurement to reconstruct the
boundary layer edge properties. Whereas the meaning of a pitot pressure measurement in a
high Reynolds number cold flow is well known (∆p = pt−p), it is far from being clear for a cooled
pressure proble in a hot plasma jet. This question was therefore thoroughly investigated [20] by
numerical simulations.
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Defining ∆p as the difference between the pressure at the stagnation point of the pitot probe
(pitot pressure) and the local static pressure at the same location in the absence of probe (∆p =
ppitot− p), this quantity was calculated from two LTE viscous flow computations, with probe and
without probe, for various probe dimensions/wall temperatures to investigate Reynolds number
and heat transfer effects. The essential conclusions of the investigation were the following:

• The pitot pressure increases very slightly with a decreasing probe wall temperature.

• The pitot pressure increases with decreasing probe dimensions, due to the well-known
low-Reynolds number (Barker) effect.

• The pitot probe pressure recovery ratio defined as

K ≡
∆p

pt − p
(8)

where pt is the local total pressure (pressure that would be obtained from an isentropic
deceleration to rest) calculated from the computation without probe, was found in good
agreement with Homann’s correlation [17] independently of the wall temperature, whose
effect has been said to be small, and of the inlet flow swirl angle, showing that these
parameters only have a minor influence on the pitot measurements.

• For the VKI ICP facilities flow conditions, it was shown that, because of the low flow Mach
number and despite the complexity of thermodynamic equations of state due to the high
temperatures, the Bernoulli formula is valid, viz. pt − p ≈ ρu2/2, so that

K ≈
∆p

ρu2/2
≡ Kp

Actually of course, one doesn’t measure ∆p but rather the difference between the pitot pressure
and a reference pressure somewhere in the flow (e.g. at a static pressure port on the test
chamber wall or on the proble itself). Now, because the static pressure field in the plasma jet
strongly depends on the inlet flow swirl angle, the non-dimensional coefficient

Kr =
ppitot − pref

pt − p
(9)

also strongly depends on the inlet flow swirl angle. Whereas for an axial injection Kr is very
close to K (because pre f ≈ p), this is no longer true for swirling injection, the difference between
Kr and K reaching 45% for the large cold wall probe. An important consequence is that the use
of Eqn. 7 based on Homann’s correlation for the reconstruction of the boundary layer edge
properties is valid only for axial injection. For swirling injection, it is absolutely essential to
reconstruct boundary layer edge properties using a value of Kr provided by the LTE viscous
flow calculation of the flow around the probe, or equivalently to use Π3 ≡ Kr/2Π2

4.

Conclusions

Examples of combined CFD and experimental studies carried out in the Aerospace department
at the von Karman Institute over the past few years have been presented. The main lessons
learned from these studies are the following.
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In the hypersonic flow over a blunted cone/flare validation study, the importance of a careful
model alignment to ensure flow axisymmetry has been demonstrated. The investigation of
discrepancies in computed and measured surface heat fluxes revealed that they were due to
incorrect computational inflow conditions, related to freestream non-uniformities.

The methodology to determine wall catalytic activity in a hot plasma jet constitutes a nice ex-
ample of how computational simulations and experiments can help each other in cases where
measurements are difficult to perform, and some computational simulation parameters are un-
known.

Finally, the computational investigation of the flow around a cooled pitot probe in a hot plasma
jet illustrated how computational simulation can help in the interpretation of experimental mea-
surements, and in providing guidelines for data reduction.
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