
CFD-based Simulation and Experiment in Helicopter Aeromechanics

�������������
	�� 1  �  �������
������� 2

��������� � ��� � � �!��"�# � ����� � � �%$ &'� (*) � ��� �+$ �-,/. � , , �102� (43�����52��� -687�9 #!:�(
&'�;�<� � � � ����5=$ � 0>� � ��?
�;�@(4�@� � � A����
	���BC$ � ��� �+$ �-, � � &2� �-D

9 ������� � ��� � � �!��"�# � ���2� ��� & � �4� 0 $ � �1� �+$ � 0 (�E , � � 0 �
	GFC�2$ H � ����$ �<I (/E , � � 0 �
	JE � 9>K;LML (
��� � 	 � � �NB �
� ���4� 0�, � � � &2� �-D

D � I 	C�;�O52� PC? ��, $ &'� � � � ���������;� �
� ���=5�I-� � �Q$ &R��$ �S� , � �%$ ���

Abstract

Accurate simulation of the aeromechanics of heli-
copters poses significant challenges. Satisfactory
agreement between the predictions of numerical mod-
els and experimental data requires that the model
successfully capture a broad range of complex phys-
ical interactions between the aerodynamics and the
mechanics of the system. In most practical cases,
the physical processes at work cannot be determined
uniquely from the data at hand, reducing the process
of constructing an accurate simulation to one of ed-
ucated guesswork. On the basis that improved sim-
ulation fidelity might be obtained simply through im-
proved modelling of isolated aspects of the physics
of the problem, a helicopter aeromechanics simula-
tion model was constructed in which the physical re-
alism of the model of the helicopter wake could be var-
ied. Experiences in validating this numerical test bed
against real-world data, from both flight test and lab-
oratory experiments, are generalised into set of more
widely-applicable observations regarding the relation-
ship between complex dynamic models and the phys-
ical reality that they are supposed to represent.

Introduction

Simulation of the flight dynamic performance of heli-
copters and other rotorcraft still poses significant dif-
ficulties to the analyst. The rotorcraft operates in a
particularly complex aerodynamic environment that
is dominated by the wakes generated by its rotors.
These wakes have structure on length scales rang-
ing from the blade chord to the rotor diameter and are
strongly time-dependent. In addition, wake-wake and

wake-rotor interactions introduce strong coupling be-
tween the dynamics of geometrically well-separated
parts of the system. Even in the absence of these
couplings, the dynamic behaviour of a rotorcraft can
be very complex. Almost all rotorcraft can be charac-
terised crudely as a collection of more-or-less flexibly-
coupled bodies, all of which can undergo significant
elastic deformations and can experience large excur-
sions from their nominal equilibrium positions. The
difficulties inherent in modelling such dynamical sys-
tems, together with the problems introduced by more
subtle physical effects associated with powerplant,
control systems and the human element, conspire to
frustrate the analyst in his attempts to construct sim-
ulation tools which are valid over the broad range of
timescales - from vibrational to quasi-static - that are
of engineering interest.

The fundamental problem in rotorcraft simulation is
one of model fidelity - usually expressed in terms
of the bandwidth over which a set of representative
transfer functions relating the excitation to the re-
sponse of the simulated and real systems agree to
within acceptable bounds. Historically, the resolution
of inadequacies in simulation models has been ap-
proached by increasing the complexity of the model,
either through direct addition of physical models for
new phenomena, or through modification of the struc-
ture of an existing feature to encapsulate fundamen-
tally more complex behaviour. Padfield,1 in 1988, at-
tempted to produce a practically implementable path
leading to improved fidelity of rotorcraft simulation
models by proposing a hierarchy of modelling ‘lev-
els’, based on a direct enumeration of the physical
effects accounted for during any given simulation and
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on some measure of the quality of the model used
to capture each individual effect, towards which sim-
ulationists could strive. The underlying assumption of
his strategy was that the incorporation or addition of
specific modelling features could be related directly to
issues of amplitude and frequency, and thus that mod-
elling enhancements could be introduced in a sys-
tematic, step-by-step way with concomitant effect on
the fidelity of simulations. For many years, limited
progress was made in developing high-fidelity simula-
tion tools for rotorcraft despite many serious attempts
to implement this hierarchical strategy.

During the late 1990s the crisis in rotorcraft simulation
focused on the resolution of an apparent contradiction
in the predicted off-axis response of a rotorcraft to lon-
gitudinal or lateral control inputs. Although the focus
provided by this particular issue motivated a signifi-
cant body of work attempting to resolve whether the
discrepancy was aeroelastic or aerodynamic in origin,
no one study was ever able to provide a completely
convincing physical argument explaining the under-
lying discrepancy between simulation and measure-
ment. Many of the simulations used in these studies
had at their core, though, a particularly simple repre-
sentation of the wake dynamics that, although well-
validated under benign flight conditions, was known
(although not widely acknowledged) to be somewhat
deficient in its representation of certain morphologi-
cal and evolutionary features of the rotor wake. It was
widely held within the simulation community that sim-
plified representation of the rotor wake was unavoid-
able (and acceptable) if tractable simulation run-times
were to be achieved on the computer hardware that
was available at the time.

One of the current authors (Houston), through his
access to data from the highly instrumented SA330
Puma helicopter formerly operated by the Defence
Evaluation and Research Agency at Bedford and his
experiences in correlating this data with numerical
simulation,2 hypothesized that the magnitude of the
discrepancy between simulated and measured flight
test data could be correlated with the extent to which
modelling of the real-world aerodynamic environment
of the rotors (in terms, for instance, of main-tail ro-
tor wake interactions and blade-vortex interactions)
was being sacrificed by simplifying the representa-
tion of the rotor flowfield. As an example of prac-
tice at the time, Fig. 1 compares the azimuthal vari-
ation of blade loading, generated by a contemporary
flight dynamic simulation model, against measured
data reconstructed from leading-edge pressure mea-
surements on the full-size machine at moderate for-

ward speed.3 Given the bland character of the numer-
ical predictions of the aerodynamic environment of the
rotor blades, missing both qualitatively and quantita-
tively the features of the flight test data (in particular
the significant distortion by vortex interaction effects
on the forward half of the rotor and interference from
the tail rotor on the rear half of the rotor disc) a strong
case could be made that improved numerical treat-
ment of the rotor wake would be a necessary (if not
sufficient) contributor to any significant future advance
in the fidelity of flight dynamic simulations of rotorcraft.

Realising (gambling, perhaps) that the very rapid
expansion in cheaply available computational power
would soon enable full CFD-type modelling of the ro-
tor wake - even within the context of flight dynamic
simulations - the two authors of this paper constructed
a testbed for flight dynamic simulations of rotorcraft in
which the effect of wake modelling fidelity on the va-
lidity of simulations could be investigated.3 Their ex-
periences in correlating this testbed against flight test
data and laboratory experiment challenge the root as-
sumption that improvements in modelling fidelity can
be obtained via the building-block approach of incor-
porating, in sequential fashion, a range of seperable
physics models. This paper describes some of the
authors’ experiences in validating their model against
real-world data, and attempts to distil their experi-
ences into a set of more widely-applicable observa-
tions regarding the relationship between complex dy-
namic models and the physical reality that they are
supposed to represent.

CFD-based Flight Mechanics

The basic constituent of any comprehensive model for
rotorcraft simulation is a numerical representation of
the dynamics of the rotorcraft under the action of any
applied aerodynamic (and possibly propulsive) forces.
The RASCAL model, developed at Glasgow Univer-
sity, is one well-established such model and has been
used previously for helicopter validation and simula-
tion studies4,5 and for the simulation of autogyros.6

In RASCAL, the equations of motion of the rotorcraft
are cast into the standard state-space form

ẋ � f
�
x � u � F � (1)

which is then integrated numerically to obtain the un-
steady motion of the rotorcraft as a function of time.
The explicit form of f is constructed by assuming the
helicopter to behave dynamically as a set of multiple
rigid blades connected to a rigid-body fuselage via ap-
propriate hinges.4 The state vector x contains the air-
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frame translational and angular velocity components,
blade flap, lag and feather angles and rates for each
blade on each rotor, the angular velocity of each ro-
tor, and the engine torques. The control vector u is
aircraft configuration-specific, but for conventional sin-
gle main and tail rotor configurations there are three
main rotor controls and one tail rotor control. The all-
important forcing vector F

�
v � is constructed from the

aerodynamic loads on the system via the velocity field
v surrounding the rotorcraft.

Up until very recently, the standard approach to incor-
porating the effects of the rotor wake on the aerody-
namic loading on the helicopter during flight dynamic
simulations has been to use some variation on Pe-
ters’ so-called ‘dynamic inflow’ formalism.7,8 The ad-
vantage of this formalism is that it is computationally
efficient, affords some representation of the time-lags
inherent in the rotor wake when calculating the aero-
dynamic loads generated on the rotors, and is com-
patible with the state-space form of the dynamic equa-
tions for the remainder of the rotorcraft model.

The dynamic inflow formalism relies on a modal ex-
pansion of the velocity surrounding the rotorcraft as

v
�
t � � a

�
t � � V (2)

where V is a finite-dimensional vector of velocity distri-
butions in space. The evolution of the vector of inflow
states a is governed by a nonlinear first order equa-
tion, forced by the aerodynamic loading on the sys-
tem, of the form

�
τ

�
a � ẋrotor ��� ȧ � a � �

L
�
a � ẋrotor ��� F (3)

Wake distortions are modelled by allowing the matrix
of time constants

�
τ � and the inverse gain matrix

�
L�

to depend on the rates of change ẋrotor of the states
defining the rotor orientation.9

On physical grounds, the main argument against the
dynamic inflow formalism is that adoption a priori of a
dynamic equation of the form of Eq. 3 yields a model
that is too simple to represent properly the dynamics
of the wake. In particular, if, as is implied by the form
of Eq. 3, the vector of inflow states is forced solely by
the aerodynamic loading on the rotor blades, then the
formalism cannot retain sufficient off-rotor information
to represent fully the dominant physical mechanism
of vorticity convection in the wake.3 Convection takes
place largely independently of the instantaneous rotor
loading, but governs very strongly the blade-vortex in-
teractions and wake rollup that in turn dominate the
rotor loading. In the absence of a proper treatment of
wake convection, these physical effects are simply not

captured by the approach. It is thus to be expected
that a model which is capable of more faithfully and
robustly representing the fluid dynamic processes oc-
curring in the wake should yield ‘better’ simulations of
rotorcraft flight dynamics in some sense, especially in
the presence of strong aerodynamic interactions be-
tween the wake and the rotor blades.

Arguably the most complete (and certainly the most
straightforward) way to model the vorticity-dominated
aerodynamic environment of a helicopter rotor is to
model the rotor wake directly as a time-dependent
vorticity distribution in the region of space surrounding
the rotor. If v is the flow velocity, then the associated
vorticity distribution ω � ∇ � v evolves according to
the unsteady vorticity transport equation

∂
∂t

ω � v � ∇ω � ω � ∇v � S (4)

This equation can be derived from the incompressible
Navier-Stokes equation in the limit of zero viscosity.
The differential form of the Biot-Savart equation then
relates the velocity and vorticity fields throughout the
flow:

∇2v ��� ∇ � ω (5)

In our vorticity transport-based approach to wake
modelling,3,10 a direct computational solution of Eq. 4
is employed to simulate the evolution of the helicopter
flow field. After enclosing the helicopter and its sur-
roundings within a three-dimensional, structured grid
of computational cells, the vorticity distribution in the
flow is advanced through time using a computational
discretisation of Eq. 4, using Toro’s Weighted Average
Flux (WAF) algorithm10 to construct the inter-cell vor-
ticity fluxes. An interesting property of this approach
is that, when a suitable flux limiting function is used in
conjunction with the WAF algorithm, diffusion of vor-
ticity can be controlled to the extent that vortical struc-
tures in the flow are preserved - even during very long
computations.11

The operator v � v
�
ω � required to evaluate the ve-

locity on which the rotor loads depend (and at which
the vorticity is advected) is constructed by inverting
Eq. 5 using cyclic reduction.10 The wake evolution is
coupled into the aerodynamic loading, and hence the
dynamics, of the rotor system by defining the source
term S in Eq. 4 in terms of the shed and trailed vorticity
from the rotor blades as follows:

S ��� d
dt

ωb � vb∇ � ωb (6)

In RASCAL, the resultant blade loads are evaluated
using a blade element approach, and the bound vor-
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ticity ωb is explicitly dependent on the flow velocity vb

relative to the blades.

In practice the RASCAL model can be run with the
rotor velocity field v

�
t � calculated either using a three-

state implementation of the dynamic inflow formalism
(applied independently to each rotor) or with the ve-
locity field calculated (in global fashion) using the vor-
ticity transport apprach. As an initial test of the hy-
pothesis that improved wake modelling lay at the root
of improved flight dynamic simulation of rotorcraft, the
predictions of RASCAL when run in either configu-
ration were compared against flight test data for a
full-scale Puma helicopter.3 Figure 2(a), especially
when compared with Fig. 1(a), gives some indication
of the promising results that were expected from the
RASCAL-vorticity transport combination, particularly
given the appearance of certain features in the blade
loading that were missing from the earlier calculations
using the RASCAL-dynamic inflow combination. Par-
ticularly notable are the sharply-defined ridges in the
blade loading induced by strong blade-vortex interac-
tions on the forward half of the rotor disc - especially
when it is borne in mind that the vorticity transport for-
malism was adopted specifically to allow features of
this type to appear in simulations of the rotor loading.

Comparison with Flight Test Data

The aircraft used for the flight experiments was the
SA330 Puma helicopter formerly operated by the De-
fence Evaluation and Research Agency at Bedford.
This aircraft was fully instrumented with two sepa-
rate inertial systems for measuring translational ac-
celerations, angular rates and attitudes. A probe-
mounted air data system measured airspeed, sideslip
and angle of attack. Pilot control positions were also
recorded. The flap, lag and feather angles of each
blade were measured with potentiometers, and local
blade angle of attack could be inferred from a suite
of pressure sensors and strain gauges attached to
one of the blades.2 Steady flights were conducted
between hover and 150 knots, at a nominal altitude of
3000 feet and at weights between 5100 and 5800 kg.

All numerical simulations were configured with the ac-
tual flight conditions and weights recorded at each
test point. The resultant correlations between simula-
tion and test data could be divided, fairly simplistically,
into two distinct classes, as illustrated by the sam-
ple variations with forward speed of some of the state
variables of the system shown in Fig. 3. In the first
class could be placed those results where a marked
difference (e.g. as shown in Fig. 3(a)) between the

predictions obtained using the dynamic inflow or vor-
ticity transport formalisms was observed (somewhat
disappointingly, not always with correlation in favour
of the vorticity transport formalism). Most surpris-
ingly, a second class of results could be identified
(e.g. as shown in Fig. 3(b)) where the choice of wake
model had minimal to negligible effect at all on the pre-
dicted behaviour of the system - even in certain cases
where the state variable in question was believed to
be strongly influenced by the wake aerodynamics. Al-
though the support for the importance of accurate
wake modelling that could be extracted from these re-
sults was equivocal, certain important features of the
data could be identified that did appear to support the
hypothesis. The tail rotor operates within the wake
generated by the main rotor, but this interference ef-
fect is captured only by the vorticity transport formal-
ism. Predictions of the tail rotor collective pitch angle
(Fig. 3(a)) obtained with this model appeared to cor-
relate better with test data than the results obtained
with the dynamic inflow formalism - especially at in-
termediate flight speeds where interference between
main and tail rotors is strongest. Yet, in all cases, the
comparisons between predictions and test data were
characterised by good numerical matching between
simulation and test at some flight speeds but poor
matching of the trend of the data with flight speed,
or, alternatively, by good matching of the trend of the
data with flight speed but uniformly poor matching of
actual numbers. The behaviour of the simulations was
somewhat consistent with an error in the specification
of the variation of drag with speed of the helicopter’s
fuselage (even though the drag variation was con-
structed from wind-tunnel measurements made on a
model of an isolated Puma fuselage), but this discrep-
ancy was not investigated with much vigour for rea-
sons that should become clear very shortly.

Given the complexity of both the real and modelled
systems, the nagging suspicion must be entertained
that any one of a number of equally plausible rational-
isations might have been put forward to explain any
one of the observed discrepancies between simula-
tion and experiment.

The truth is that it is extremely difficult to make any
definite statements as to the origins of the deficien-
cies in any given model when attempts are made to
validate it against the behaviour of a system that is as
complex as a real-world, piloted rotorcraft. In validat-
ing against full-scale flight test data, it is always the
case, of course, that the measured output of the real-
world, physical system contains the effects of many
unknowns. Some of these unknowns are on the level
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of unanticipated physical effects, but more pernicious
are those unknowns introduced by physical (but un-
forseen, undetected or undocumented) defects in the
system or in the measuring apparatus used to char-
acterise the system. Even more difficult to quantify
are the additional complications introduced into the
behaviour of the (necessarily coupled) man-machine
system, for example by the vagaries of the individual
flying technique of the pilot, even though some defer-
ence is usually made to simplification of the system in
this respect - either by prescribing the flight trajectory
to be followed during the flight test or by defining in
some fashion the pilot inputs that should be made to
execute a given test manoeuvre.

A simple example of the confusion that can be in-
troduced into the validation process by the possible
presence of an undocumented physical defect within
the system is illustrated in Fig. 4 where measured lev-
els of vibration on the Puma main rotor are compared
against RASCAL predictions using both the dynamic
inflow and vorticity transport models.3 The poor per-
formance of the dynamic inflow model in predicting
the measured vibration levels is expected since this
model does not introduce any representation of ef-
fects on vibrational timescales into the azimuthal vari-
ation of the blade loading. The vorticity transport
model does a somewhat better job at predicting the
principal magnitude and frequency of the vibration,
yet misses the significant once-per-revolution compo-
nent of the measured signal. The most logical expla-
nation for this feature in the measured data is pres-
ence of an undocumented error in the tracking of one
of the blades. Undoubtedly this type of defect is very
commonly encountered during practical helicopter op-
erations. Yet, in some rotor systems, odd rotor vi-
brational harmonics are indeed encountered - usually
as a result of some very obscure, but nonetheless in-
triguing (read “academically-exploitable”), physical ef-
fects!

The point is that the physical system cannot readily
be simplified, and any complexity in the behaviour of
the aircraft in the real world must usually be accepted
by the analyst as an inherent characteristic of the sys-
tem. When seen from the opposite point of view of
the analyst trying to construct a valid simulation of
the system, a full characterisation of the real sys-
tem is never available either, and hence the physics
that must be included to enable good validation is al-
ways a matter of (informed) guesswork. The simula-
tion model thus runs the risk of being driven towards
maximum complexity by the simple fact that, to obtain
even a remote chance of agreement between compu-

tation and test, as complete a physical model of the
real system must be constructed as is feasible. It is,
of course, arguable that such an approach runs com-
pletely counter to the reductionalist underpinnings of
currently accepted scientific method. Some element
of validity might be retained in the process if each
successive layer of physical modelling that was in-
troduced into the simulation did not introduce with it
a new set of model-dependent parameters (such as
the fuselage drag mentioned earlier) with which to
tempt the closet curve fitter. The danger, of course,
is that the process of validation of any comprehen-
sive rotorcraft model might degenerate into a festival
of tweaked parameters, fudged physics and faulty in-
ference as the simulationist drives his or her pet model
to fit, to ever and ever greater precision, a finite data
set, perhaps even selected more for its ready avail-
ability than for the accuracy of its representation of the
system at hand. (Of course, any claims by the authors
to immunity from this process may be judged from the
presentation of their own results in this paper!)

Nevertheless, despite the objections set out above,
it is not yet entirely clear how this situation can be
circumvented, especially given the practical require-
ment for codes that can be used a priori to repro-
duce flight test - for instance to expose the possibil-
ity of pathological dynamics before it is actually en-
countered in the air. The real danger though is ob-
viously not posed by well-correlated models per se -
after all, even curve fitting is useful if extrapolation is
not pursued too far - but by the possibility that ‘model
enhancement’ merely introduces additional degees of
freedom that, although allowing an improved fit of
model to the data, yield a simulation model that has in-
creasingly tenuous grounding in physical reality. This
abuse of the validation process is especially worrying
given the modern tendency to supplant flight test with
simulation - an issue to be discussed further in a later
section of this paper. Perhaps the sanest approach
might involve a benefits-weighted application of Oc-
cam’s razor - or in other words an approach where the
simplest explanation consistent with the data is traded
off against the value of an explicit number-for-number
matching of experimental results - on the principle that
an understandable model is in many cases preferable,
and is certainly more educational, than a complex,
opaque or unpredictably idiosyncratic ‘black-box’ sim-
ulation tool.

A somewhat obvious alternative strategy might be
to apply the correlation process in simpler circum-
stances, then to extrapolate the results of these corre-
lations to support the validity of the model when sim-
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ulating systems as complex as a real-world rotorcraft.
Whether or not this strategy achieves any useful pur-
pose will be explored in the following two sections of
this paper.

CFD-based Rotor Aeromechanics

Almost five years of development since the original in-
tegration of the vorticity transport-based wake model
into RASCAL has resulted in a parallel model that can
be used for rotor performance calculations, known
simply as the Vorticity Transport Model (VTM). This
code was initially developed to allow exploration of the
properties of the vorticity transport approach in isola-
tion from RASCAL’s comprehensive flight mechanics
capabilities, but has now been used independently in
studies of wake interactions,12 wake instability13 and
rotor vibration.14 Apart from the lack of any fuse-
lage dynamic model within the VTM, the principal dif-
ference between the implementation of the vorticity
transport formalism in this model and in RASCAL is in
the treatment of the vorticity source term. In contrast
to the explicit model used in the original RASCAL for-
mulation, in the VTM the blade loading and the vortic-
ity source are implicitly coupled, and the blade loading
is calculated using the Weissinger-L approximation to
lifting line theory instead of using a blade element
type approach. These modifications were found nec-
essary to represent properly the unsteady loading on
the rotor blades, but arguably the resultant increase
in computational effort is only justified at reduced fre-
quencies that are somewhat higher than those that
need to be resolved in flight mechanics computations.
The latest variants of the VTM now invert the vorticity-
velocity relationship using a very efficient algorithm
based on the Fast Multipole Method rather than using
cyclic reduction, and evolve the flow on a mesh that
is no longer structured, but can adapt in form to en-
capsulate only those regions of the flow that actually
contain vorticity.14 Nevertheless, the basic underly-
ing formalism remains common to both RASCAL and
VTM.

Laboratory-Based Validation

An interesting situation arises if the validation exer-
cise described earlier is repeated on a system that is
far removed in complexity from full scale flight test. By
running a wind-tunnel test on an isolated four-bladed
rotor with fixed control angles, Harris,15 in 1972, pro-
duced a set of data for the flapping response of a rotor
as a function of forward speed that was soon appropri-
ated by the rotorcraft simulation community as ammu-
nition in the debate surrounding the prediction of the

off-axis response of a rotor to longitudinal or lateral
control inputs that was mentioned earlier. Figure 5
compares Harris’ data to predictions obtained using
the three-mode dynamic inflow model (implemented
within the VTM’s dynamic model), an early version of
the VTM, and the latest version of the model. The
plot shows how the dynamic inflow approach strug-
gles to represent the magnitude of the lateral disc tilt,
especially at low forward speed, and how the vorticity
transport formalism comes into its own in this regime
because of its sensitivity to the rather detailed and
complex structure of the wake at low forward speed.
This and other examples are at odds with the rather
equivocal results from comparisons against flight test
data, since validation in the context of simplified and
rather sterile systems such as this one appear to vin-
dicate the hypothesis that improved physical mod-
elling of the wake does indeed yield an improvement
in simulation fidelity. The unanswered question as
to why the validation process should yield such non-
uniform results will be returned to in the conclusion to
this paper.

Close examination of the correlation between the pre-
dictions of the VTM and Harris’ data shows some
rather subtle effects. The variance between simula-
tion and theory at high forward speed indicates an
obvious deficiency in the blade aerodynamic model,
but the variance between simulation and experiment
at very low forward speed in the early versions of the
VTM was initially thought to be insignificant given the
error bounds on the measured data. The source of
this variance in the spurious effect of the grid bound-
aries on the geometry of the wake only emerged on
adopting the adaptive grid structure used in later ver-
sions of the model. This is a good example of how,
even in the context of relatively good correlation (or,
arguably, as a result of good correlation) a potentially
important source of error can slip through the valida-
tion process through lack of sufficient care or perhaps
even through wishful thinking. That the situation need
not be quite as subtle as in this case is best illustrated
in a second example.

Early on in the history of modern rotorcraft, Carpenter
and Fridovich16 produced an interesting paper draw-
ing attention to the fact that, if the controls are varied
suddenly, significant overshoots in the resultant load-
ing on a helicopter rotor could be produced during the
time that it takes for the inflow through the rotor to
reach a steady state. Spring-scale measurements of
the forces at the head of a rotor on a whirltower were
taken at (fairly long) intervals while the collective pitch
of the rotor was quickly ramped from one steady state
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to another, and some indication of the strength of the
inflow through the rotor was obtained using smoke vi-
sualisation and balsa wind-vanes. This experiment,
conducted in the late 1940s, is still accepted as the
standard against which direct numerical prediction, or
at least inference of the effects, of the unsteady de-
velopment of the rotor wake should be validated.

Figure 6 shows a comparison between Carpenter and
Fridovich’s experimental thrust data, and predictions
obtained using both the vorticity transport and dy-
namic inflow formalisms. The good fit between ex-
periment and the dynamic inflow results is not sur-
prising, given that the dynamic inflow formalism was
derived largely in response to the specific findings
of this experiment. The VTM also shows very good
agreement on a superficial level, yet there are fea-
tures in the predicted response that are qualitatively
different to the experiment and that hint at the pres-
ence of unmodelled physics in the simulations. Inter-
estingly, the features exhibited by the VTM are com-
mon to a fairly wide variety of other wake-modelling
formalisms of varying degrees of equivalence. This
leads to the curious phenomenon of the ‘traditional’
or ‘accepted’ explanation for an observed discrep-
ancy between model and experiment that, in practical
terms, really amounts to little more than an excuse
for poor corrrelation to which the community is pre-
pared to turn a blind eye. A prime example here is
seen in the prediction of the thrust response of the ro-
tor during the initial ramp input to the collective pitch.
The overprediction of the thrust and, in particular, the
kink in the variation near its maximum, is ‘traditionally’
attibuted to unmodelled torsional deformation of the
rotor blades - yet nowhere in the literature has the ef-
fect of blade torsion on this set of data actually ever
been quantified, nor, arguably, could it ever be since
the structural characteristics of the real system were
never fully quantified at the time of the experiment.

An alternative, and simpler, explanation could be
merely that that the interval between experimental
measurements was simply too long to resolve the
worrisome features in the simulations, and, given that
the tests were conducted outdoors, random contam-
ination of the measurements by atmospheric gusts
cannot be discounted - especially given that the re-
ported data represented the results of isolated tests
rather than being assembled as averages over re-
peated observations. In any case, over-analysis of
this experimental data set is really tantamount to
abuse, especially since its perceived ‘deficiencies’ are
more a consequence of it never originally being in-
tended for the validation of codes rather than of any

particular fault on the part of the experimenters. Un-
fortunately, practitioners in the field seem, on occa-
sion, all too ready to exhume data that should be left
quietly to rest in dignified peace, or to ignore the basic
tenet of experimental design that validation should be-
gin with the model followed by experiment conducted
in such a way that it is capable of disproving a poste-
riori the assertions of the theory behind the model. A
re-stated version of this argument would hold that ex-
perimental data obtained without its end-use in mind
is incapable of disproving the validity of a model, and
hence will always be of use in supporting, even if only
partially, the validity of the model, no matter how bad
the model might actually be! In practical terms, this in-
stance is a particular case where a clear need exists
to repeat the experiment with more modern measure-
ment techniques and with the needs of the simulation-
ist clearly in mind.

Extrapolation

Given our observations on the apparent non-
uniformity of the performance of helicopter simulation
models when applied to systems with inherently differ-
ent complexity, it is interesting to see if there are other
situations in the field where similar problems have, or
are likely to be, encountered. The final example to
be presented in this paper is a rather extreme one
illustrating the practical dangers of extrapolating the
validation process from one system to another, even
when both systems are characterised by much the
same degree of physical complexity.

Currently under evaluation is the idea that helicopters
might be used to exploit airspace that is inaccessi-
ble to fixed-wing aircraft, and thus that they might be
used to alleviate congestion as our airports become
clogged with ever more aircraft that are forced to ad-
here to well-defined traffic patterns. A major concern,
though, is that helicopters might be exposed to the
same hazards posed by encounters with wake tur-
bulence that currently concern the operators of fixed-
wing aircraft. Because of the inherently different dy-
namics of a rotor compared to a wing, a helicopter
responds in a fundamentally different way to a wake
encounter than does a fixed wing aircraft.

Surprisingly, especially given the practical importance
of a proper quantification of the severity of wake en-
counters, very little experimental work in this field has
been done. In the open literature there exists a single
data set from an experiment conducted in the early
1970s when a helicopter was flown through the wake
of an aircraft, the size and weight of which is hardly
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representative of current practice. Quite surprisingly,
most of our ‘understanding’ of the severity of wake
encounters has been obtained through a long series
of essentially unvalidated computer simulations, con-
ducted over the years using a variety of ‘indepen-
dently’ verified and reliable models for the behaviour
of the helicopter and for the dynamics of the wake of
the fixed-wing aircraft. On closer examination, all of
these studies have relied on the underpinning, yet un-
stated and implicit, assumption that interactions occur
so quickly that the wake of the interacting aircraft does
not have time to deform during the course of the inter-
action. Yet a recent set of studies11 shows that if this
so-called ‘frozen vortex’ assumption is relaxed, then
the interaction is significantly different both in charac-
ter and, indeed, in severity (see Fig. 7).

This example goes to show how the overt use of com-
puter simulations, especially in this rather incestu-
ous and self-referential way, cannot protect the ana-
lyst against the contaminating effects of unmodelled
or poorly represented physics, and that verification
of models is no guarantee of adequate performance
especially when model validity is extrapolated from
marginally related situations. Particularly worrying in
this vein is the current trend to supplant flight test with
computer simulation - usually on the basis that most
of the underlying physics is ‘understood’ and hence
will emerge naturally from a suitably complete phys-
ical model of the system. Unfortunately the notion
of ‘completeness’ in this context would seem to rely
more on faith in some cases than on a completely log-
ical scientific foundation. We would go so far indeed
as to argue that such a notion is logically indefensible
in the absence of fundamental advances in our un-
derstanding of such basic physical processes as tur-
bulence (particularly in a rotating, highly accelerated
frame of reference) and viscous separation, the emer-
gence of large-scale effects from unresolvably small-
scale effects (rotor wake instability springs to mind),
and in the absence of a global understanding of the
non-linear mechanics of multidimensional dynamical
systems.

Conclusions

The reason why, at least in our experience, a re-
ductionalistic approach to validation via a series of
successful correlations against simple, well-defined,
experimental systems translated into rather unsatis-
factory prediction of the behaviour of real-world sys-
tems has yet to be resolved satisfactorily. We be-
lieve, though, that the answer might lie in the un-
forseen emergence of highly-coupled, interactive, es-

sentially non-separable physical effects as the com-
plexity of the system is increased from laboratory to
flight scale. These intermediate-scale physical effects
have remained essentially unmodelled in most flight
dynamic simulations of rotorcraft - largely as a conse-
quence of the widespread acceptance of the validity
of the building block approach to the enhancement of
modelling fidelity that was described in the introduc-
tion to this paper. That this approach would not yield a
viable path to improvements in model fidelity is not en-
tirely unsurprising (in retrospect!) given the inherent
nonlinearity of the rotorcraft system, the hints given
by the almost continual emergence of structure, par-
ticularly in the rotor wake, as one steps back from a
component-based view towards a more holistic view
of the system, and given what little is indeed known
about the physical processes cited at the end of the
last section.

In our particular case, we had demonstrated that the
enhancements that we introduced into our simulation
were indeed able to embody some of these inter-
active, intermediate scale physical effects - but only
as far as the wake was concerned. The most likely
reason why correlation against data such as those
from Harris’ and Carpenter and Fridovich’s experi-
ments was reasonably successful is that those sys-
tems were simple enough dynamically for strong in-
teractions to be contained, or isolated, within a fairly
limited part of the physical system - in these partic-
ular cases, within the wake itself. In general, though,
the dynamics of the wake is strongly coupled to the lo-
cal aerodynamic loading on the blades (via the source
term in the vorticity transport equation) and, thus,
to the aeroelastic response of the blades and hence
back to the rotor dynamics and loading (in response
to the velocity of the blades relative to the air). Admit-
tedly this description is still rooted in a building-block
type appreciation of the complexities within the sys-
tem, but it seems plausible that, in the context of val-
idation against the flight test data presented earlier,
the strong coupling between relatively isolated parts
of the system that would have resulted from this wake-
induced feedback might have have been responsi-
ble for drawing the accuracy of the entire calculation
down to, at best, the accuracy of the poorest physical
model contained within the simulation. Interestingly,
this analysis begs the question as to whether simula-
tions containing less comprehensive representations
of the interactions within the system might not yield,
on average, ‘better’ correlations with real data through
their not being as susceptible to this ‘bootstrapping’
type of catastrophe than more comprehensive mod-
els.
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If the rotorcraft system is indeed characterised
by highly-coupled, non-separable physics, then the
building-block type approach that has been adopted
up to now in the construction of comprehensive sim-
ulation models will not yield much further progress.
The resistance of complex systems to revealing their
behaviour through reductionalist-type dissection does
not bode well for our understanding of these systems
and, indeed, argues for simulation models based on
a very fundamental level of physical modelling. In
the previous section we have argued that fundamental
progress in the understanding of some basic physical
processes still needs to be made before this type of
simulation becomes a reliable practicality. In addition,
the complete verification of these models, starting
from their basic physics, through intermediate-scale
correlations in simplified but representative environ-
ments, through to full flight dynamic validation will re-
quire a hierarchy of high-quality verification data to be
created to fill the gap between the information gleaned
from overly sterile laboratory based experiments on
the one hand and the overly complicated opposite ex-
treme of the full-scale flight test. The construction and
exploitation of experimental systems and numerical
test cases that meet the requirements of code vali-
dation in terms of rigour of definition, portrayal of rele-
vant physics and isolation from extraneous effects will
yield an extreme test of the synergy between experi-
mentalist and simulationist.
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Figure 1: Azimuthal variation of loading on a Puma main rotor in forward flight, expressed in terms of the angle
of attack experienced by a single blade as it rotates once around the rotor hub. (a) RASCAL simulation with a
dynamic inflow representation of the rotor wake - the state of the art in the 1990s. (b) A typical angle of attack
variation as inferred from flight test measurements.1

Figure 2: Azimuthal variation of loading on a Puma main rotor in forward flight, expressed in terms of the angle
of attack experienced by a single blade as it rotates once around the rotor hub.(a) RASCAL simulation with
a vorticity transport based representation of the rotor wake. (b) A typical angle of attack variation as inferred
from flight test measurements.1

Figure 3: Example correlations between RASCAL simulations and flight test data. (a) An example where the
choice of wake model has significant effect on the results of the simulation. (b) An example where the choice
of wake model has insignificant effect on the results of the simulation.
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Figure 4: Vibrational loading induced on a Puma fuselage in forward flight. (a) RASCAL simulation with
a dynamic inflow representation of the rotor wake. (b) RASCAL simulation with a vorticity transport based
representation of the rotor wake. (c) A typical variation as obtained from flight test measurements.

Figure 5: Correlation between simulation and Harris’ experimental data15 for the disc tilt of an isolated rotor as
a function of forward speed. (a) Longitudinal disc tilt (b) Lateral disc tilt.
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Figure 6: Correlation between simulation and Carpenter and Fridovich’s experimental data16 for the response
of an isolated rotor to a sudden control input.

Figure 7: Simulated response of a rotor to an encounter with a vortex constructed to represent part of the
wake of a fixed-wing aircraft. Comparing the predictions of the various approaches shows how elimination of
the frozen vortex assumption radically modifies the predicted response of the rotor, particularly at low forward
speed.
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